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Abstract This paper describes the approach and presents initial results, for a period of several minutes in
north central Oklahoma, of an examination of clouds by high-resolution digital photography from the surface
looking vertically upward. A commercially available camera having 35mm equivalent focal length up to
1200mm (nominal resolution as fine as 6μrad, which corresponds to 9mm for cloud height 1.5 km) is used to
obtain a measure of zenith radiance of a 30m×30m domain as a two-dimensional image consisting of
3456 × 3456 pixels (12million pixels). Downwelling zenith radiance varies substantially within single images
and between successive images obtained at 4 s intervals. Variation in zenith radiance found on scales down
to about 10 cm is attributed to variation in cloud optical depth (COD). Attention here is directed primarily to
optically thin clouds; COD less than about 2. A radiation transfer model used to relate downwelling zenith
radiance to COD and to relate the counts in the camera image to zenith radiance permits determination of
COD on a pixel-by-pixel basis. COD for thin clouds determined in this way exhibits considerable variation, for
example, an order of magnitude within 15m, a factor of 2 within 4m, and 25% (0.12 to 0.15) over 14 cm. This
approach, which examines cloud structure on scales 3 to 5 orders of magnitude finer than satellite products,
opens new avenues for examination of cloud structure and evolution.

1. Introduction

Perhaps the most commonly accepted technical definition of a cloud is that given by the glossary of the
American Meteorological Society [Glickman, 1999] as a “a visible aggregate of minute water droplets
and/or ice particles in the atmosphere above the Earth’s surface.” There is considerable merit to such a defi-
nition. All of us, scientists and nonscientists, have an inherent sense of whether a given patch of sky is cloudy
or clear, or, in some instances, ambiguous. Such human observations have been made systematically by
meteorological observers for decades, and the spatial and seasonal variations in the abundance of cloudiness
that are so determined have become an important component of the record of Earth’s climate [Warren et al.,
1986, 1988; Eastman and Warren, 2013]. On the other hand, concerns can be raised with such a definition and
mode of determination of cloudiness. The term “visible” implies a human observer, and the criterion that
clouds to be “visible” depends on viewing conditions and on the observer and is at best subjective and prone
to large random and systematic error. In principle, and as with other atmospheric phenomena and phenom-
ena in other disciplines of science, one might, and indeed might be encouraged to, substitute an instrumen-
tal measurement for the human observer, as such an instrumental measurement is, in principle, quantifiable
and reproducible. However, even if the instrument returns some sort of a quantitative measure of cloud, the
binary decision of whether a particular piece of the sky is cloudy or clear, initially reached intuitively by the
observer, is replaced by an arbitrary and subjective choice of a threshold, on one side of which a piece of
sky is declared clear and on the other side of which is declared cloud. As a consequence, the use of an instru-
mental measurement to determine the presence or absence of cloudmight seem just as arbitrary as the deci-
sion of a human observer [e.g., Pincus et al., 1999; Charlson et al., 2007; Koren et al., 2007] albeit reproducible.
Still, much is to be said for the use of instrumental measurements of clouds (and more generally of other
observables), not just the reproducibility of the measurements but also the ability to quantitatively relate
the measurements to the physical processes giving rise to the observations and to quantitatively calculate
the effects of the observed amount and properties of cloud, for example, on the amount of shortwave radia-
tion absorbed by the Earth-atmosphere system at a given time and location. As well, instrumental
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measurements, especially by imagers, afford the possibility of detailed characterization of cloud properties as
a function of space and time.

Stimulated by the above considerations, and also by recognition of the substantial influence of clouds on
shortwave and longwave irradiances at the top of the atmosphere and by the necessity of accurately repre-
senting radiative and other effects of clouds in models, we initiated a project, of which the present paper is
the first account, to characterize clouds by high-resolution digital photography looking vertically upward
from the surface; the present analysis is limited to thin, boundary-layer cumulus clouds. Cloud properties
are characterized by cloud contribution to zenith radiance. This approach has the strength of yielding a quan-
titative measure of the effect of clouds on radiance at the surface and affords the prospect of inverting the
measured radiance to infer cloud properties. High spatial resolution is achieved with a commercially available
digital camera having a nominal resolution of 6μrad, which, for a cloud at 1 km above the surface, corre-
sponds to a spatial resolution of 6mm. Such a resolution is some 3 orders of magnitude finer than available
in specialized satellite products previously used in high-resolution cloud studies (15m [Zhao and Di Girolamo,
2007] and 30–60m [Wielicki and Parker, 1992; Barker et al., 1996; Lewis et al., 2004]) and a further 1 to 2 orders
of magnitude finer than resolution customarily employed in developing widely used satellite-based cloud
cover products or cloud screening masks [Xi et al., 2010; Pincus et al., 2012]. Here attention must be called
to an important early study using film photography to characterize the spatial variation of radiance and cloud
fractal properties at scales down to 1m [Sachs et al., 2002]. In addition to resolution, photography from the
surface looking upward affords the advantage over satellite imagery in quantitative interpretation of mea-
sured signal in that the background radiance is the black of outer space, with contributions to measured radi-
ance only from light scattering by air (Rayleigh scattering), aerosol particles, and cloud drops, with minimal
confounding contribution to the signal from surface-leaving radiance.

Here we describe the use of a commercial high-resolution, long-focal-length digital camera at a single loca-
tion and for a short period of time to obtain images consisting of some three million independent determi-
nations of normalized zenith radiance (zenith radiance per downwelling irradiance) in each of two color
channels, red and blue. We use a radiation transfer model to invert those measurements to yield shortwave
cloud optical depth (COD; the vertical integral of the scattering coefficient) for clouds of COD less than about
2 and report initial findings to show the capabilities of this approach for characterization of cloud radiance
and its variation on fine spatial scales. This use of passive imaging of cloud radiance to determine cloud prop-
erties such as COD is analogous to such imaging from space by satellite-borne instruments. As the findings
presented here are based on very limited observations, no inference about cloud climatology can or should
be drawn. Nonetheless, the observations presented here would seem to be pertinent to clouds generally, and
the method presented here widely applicable to the study of clouds on such scales and capable of lending
much insight into scales of variation of cloud properties.

Section 2 presents the background and motivation for this study. The theory used to invert the measure-
ments to COD is presented in section 3. Section 4 describes the measurements. Section 5 presents the results
including inversion to yield an effective COD and examines spatial variation. Section 6 presents a discussion
of results, measurement uncertainties, and implications of the findings. Conclusions and possible future
directions are presented in section 7. Details of the radiation transfer calculations, camera properties and cali-
brations, deployment, and supporting Doppler lidar and Sun photometer measurements are presented in the
supporting information.

2. Background and Motivation

Clouds exert a strong influence on absorbed shortwave and emitted longwave radiation, greatly affecting
Earth’s energy budget, by about �48Wm�2 in the shortwave and +30Wm�2 in the longwave [Harrison
et al., 1990; Kay et al., 2012]. Such estimates rely on identification of cloud free scenes and the difference,
between all sky and cloud-free sky, of the upwelling shortwave and longwave radiation as measured by
satellite-borne instruments. Clouds of course also are the source of precipitation. Because of the importance
of clouds to Earth’s climate it is recognized as essential that clouds and their radiative effects be accurately
represented in models on a variety of scales, from direct numerical simulation to large eddy simulations to
global-scale models of Earth’s climate. In turn, assessing the accuracy of such representations requires accu-
rate measurement of cloud extent and properties affecting radiation, importantly optical depth. For some
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time many climate models have exhibited an apparent error of too little cloud and, in compensation, too
great an optical depth of clouds when present [Kay et al., 2012; Nam et al., 2012; Wang and Su, 2013].
However, it is likely that the uncertainty associated with measurements of these properties is comparable
to the apparent error between climate models and observations [Pincus et al., 2012]. Thus, for many reasons
much effort has been, and continues to be, directed to characterization of cloud amount and properties and
spatial distribution. Surface-based approaches may be classified as passive remote sensing by nonimaging
[e.g., Chiu et al., 2006, 2009, 2010; Leblanc et al., 2015; Niple et al., 2016] and imaging techniques [Long et al.,
2006; Schade et al., 2009; Li et al., 2011; Qian et al., 2012; Schäfer et al., 2013; Mejia et al., 2016; Ewald et al.,
2016] and active approaches such as lidar and radar [e.g., Ansmann et al., 1992; Clothiaux et al., 2000;
Mitrescu, 2005; Giannakaki et al., 2007]. Similar approaches are used in airborne in situ and remote sensing
measurements [e.g., Davis et al., 1999;McFarquhar et al., 2000; Ewald et al., 2016] and satellite-based obser-
vations [e.g., Wielicki and Parker, 1992; Stephens et al., 2002; Iwabuchi and Hayasaka, 2002; Sun et al., 2011;
Kay et al., 2012; Stubenrauch et al., 2013]. Despite much effort there remain many issues associated with
quantification and characterization of clouds, arising in large part out of issues of sensitivity, resolution,
and threshold in determining what constitutes a cloud especially for thin clouds [Marchand et al., 2010;
Pincus et al., 2012].

With respect to threshold, as pointed out by Turner et al. [2007], although clouds of liquid-water path
≲100 gm�2 (equivalently 100μm), commonly taken as the threshold for thin clouds, are common and can
exert substantial radiative effects, they are notoriously difficult to characterize accurately. In a study over
the southeast Pacific Zuidema et al. [2012] reported in 22% of the measurements the presence of thin
boundary-layer clouds that were detectible by lidar but whose tops could not be detected by a sensitive
cloud radar, with liquid water path mostly less than 40 gm�2, which would correspond to COD roughly 5
to 10. For perspective, the disk of the Sun is just discernible against the forward scattered diffuse radiation
for a cloud optical thickness (path integral of scattering coefficient) of about 10 [Bohren et al., 1995]; of course
such a cloud is readily discernible by a human observer. However, even much thinner clouds, optical depth
0.01 to 1, can be prevalent and are quite important radiatively [e.g., Turner et al., 2007].

Quite thin clouds (COD 0.001 to 0.3) are commonly observed in the tropics in limb observations from satellite
[Wang et al., 1998]. More recently, the prevalence of thin clouds has been quantified by satellite-borne lidar,
CALIOP (Cloud-Aerosol Lidar with Orthogonal Polarization). Winker et al. [2008] report global cloud fraction
0.76 exceeding optical depth threshold of about 0.01, substantially greater than the value 0.61 reported from
visual observations from the surface [Warren et al., 1986] and the value, also 0.61, determined by passive radi-
ance measurements from satellite in the International Satellite Cloud Climatology Project [ISCCP; Rossow and
Schiffer, 1999]; the greater cloud fraction seen in CALIOP observations was attributed in part to sensitivity of
lidar to thin clouds. Also, using data from CALIOP, Martins et al. [2011] report the fraction of lidar retrievals
with clouds of COD 0.001 to 0.03 to be commonly 30% in the tropics and typically 5–20% in midlatitudes,
depending on season and longitude. Sun et al. [2011] report cirrus having COD≲ 0.3 detected by CALIOP
as 50% globally and as present in many scenes that are reported as cloud free in satellite passive observa-
tions. In another study using CALIOP data Leahy et al. [2012] report that over the nonpolar oceans, clouds with
optical depth≲ 3 comprise about 45% of clouds with cloud top height less than 3 km, with a range, 25% to
75%, that depends on region and season. The latter investigators find as well that optically thin marine
low clouds are present predominantly as small clouds, with horizontal dimension less than 2 km.

A related topic is enhancement of aerosol scattering coefficient in the vicinity of clouds. Koren et al. [2007]
presented a digital photograph showing enhanced light scattering in the vicinity of an isolated dissipating
cumulus cloud that they attributed to highly humidified aerosol, noting, however, the difficulty in discrimi-
nating between aerosols and clouds and the demarcation of cloud boundaries. These investigators also
showed in direct Sun photometry systematic decrease of aerosol optical depth and increase of Ångström
exponent consistent with decrease in size of scattering particle with increasing time from the nearest cloud,
on time scales of ~10 to 100min (1–10 km for wind speed 2m s�1). Twohy et al. [2009] similarly reported
enhanced relative humidity from 100m to 4 km from cloud edge manifested in enhanced aerosol
light scattering.

Despite the difficulty in detection and quantification of clouds of low optical depth, these clouds are of great
radiative importance in both the shortwave and longwave, locally and instantaneously, and, on account of
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their prevalence, globally [Sun et al., 2011, 2014]. The instantaneous shortwave CRE of a cloud of COD 0.1 is
about 10Wm�2 (cloud top direct normal solar irradiance (DNSI) 1000Wm�2; solar zenith angle (SZA) 60°),
and the average shortwave CRE (24 h average at midlatitude equinox) is about 5Wm�2 [e.g., Turner et al.,
2007]. Such large magnitude of CRE for even such thin clouds makes it essential that the radiative effects
of these clouds be accurately understood, quantified, and represented in climate models. To that end, in
particular, much modeling and measurement effort [Devenish et al., 2012; Grabowski and Wang, 2013; Beals
et al., 2015] is directed to characterizing such clouds and the processes responsible for their properties; for
example, the influence of turbulence on the evolution of cloud drops at scales down to 1 cm in order
ultimately to improve understanding of cloud processes and represent them in models. Finally, clouds of
low optical depth are the most susceptible to increased reflectance due to anthropogenic aerosols
[Charlson et al., 1992; Platnick and Twomey, 1994] with the resultant need to accurately characterize such
clouds and to represent their effects in climate models.

For all the above reasons it seems evident that improvement is needed in observational characterization of
clouds as input to quantifying of the effects of clouds on Earth’s radiation budget, for development of model-
based representation of cloud processes and properties, and for evaluation of model representations of
clouds on a variety of scales. Considerations such as these have motivated the present study, of which this
paper is the initial account.

Much prior surface-based imaging work for cloud characterization has been directed to determination of
cloud amount, often denoted cloud fraction or fractional cloud amount [e.g., Long et al., 2006; Schade
et al., 2009; Li et al., 2011]. An important exception is the study of Schäfer et al. [2013], which determined
COD of thin cirrus from one-dimensional images of radiance (line image-oriented orthogonal to the wind
direction), inferring COD from radiance by means of a radiation transfer model; 2-D images were constructed
as an array of successive line images using the mean wind speed. Mejia et al. [2016] used a three-color elec-
tronic camera with a fish-eye lens [Urquhart et al., 2015] to obtain sky images from which radiance was
inverted to yield cloud optical depth images.

3. Theory
3.1. Normalized Zenith Radiance

We define normalized zenith radiance (NZR), denoted Rnz
λ (unit: sr�1), at a given wavelength λ, as the ratio of

downwelling zenith radiance Izλ μ0ð Þ (Wm�2 nm�1 sr�1) to incident downwelling irradiance at the top of the
atmosphere (Wm�2 nm�1)

Rnz
λ μ0ð Þ ¼ Izλ μ0ð Þ

μ0Fλ
; (1)

where μ0 is the cosine of the solar zenith angle (SZA) and Fλ is the DNSI at the top of the atmosphere; this
definition differs by a factor of π from that of Marshak et al. [2009]. Here we specialize to two wavelengths

Figure 1. Double-logarithmic plot of dependence of normalized zenith radiance NZR on cloud optical depth COD at blue
(460 nm, solid curves) and red (640 nm, dashed curves) wavelengths for liquid water clouds for indicated values of the
cosine of the solar zenith angle cos(SZA). Radiance is normalized to incident hemispheric solar irradiance at each wave-
length. Inset sketches show scattering processes contributing to zenith radiance.
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representing red (640 nm) and blue
(460 nm) wavelengths, the peak
wavelengths for the red and blue
channels, respectively, in the camera
employed (Figure S2 in the support-
ing information). The dependence of
NZR at the surface on optical depth
of a liquid water cloud as calculated
with a radiation transfer (RT) model
for several different values of SZA is
shown in Figure 1. A Rayleigh atmo-
sphere was assumed (that is, aerosols
are absent) to which is added cloud
of increasing optical depth. Zenith
radiance was calculated with the
DISORT algorithm [Stamnes et al.,
1988] for a horizontally homoge-
neous sky with cloud drop asymme-
try parameter taken as 0.85,
characteristic of drop radius ~ 5μm

(e.g., Kokhanovsky [2004] as described in Section S1 of the supporting information). Surface reflectance
was taken as zero.

In the absence of cloud the only contribution to zenith radiance is Rayleigh scattering; because of the low
value of Rayleigh optical depth, zenith radiance is low at both wavelengths and for all solar zenith angles,
indicated by the first inset sketch in Figure 1. As cloud is added, the NZR increases as a consequence of down-
ward scattering by the cloud, indicated by the second sketch. The increase in NZR, which is greatest at low
SZA, a consequence of the strongly forward scattering by cloud drops, exceeds downward Rayleigh scatter-
ing (COD= 0) even at quite low COD, depending on wavelength and SZA. As the cloud becomes increasingly
thick, multiple scattering becomes increasingly important, and ultimately downward radiance decreases at
the expense of upward radiance out of the top of the cloud, third sketch, with NZR peaking at COD about
1 to 4, depending mainly on SZA. It is this dependence of zenith radiance on COD that is the basis for deter-
mination of COD from radiances determined from the digital photographic images of clouds looking
vertically upward.

A further feature seen in Figure 1 is the wavelength dependence of NZR. At low COD, NZR is much greater in
the blue than the red because of the strong wavelength dependence of Rayleigh scattering. As COD
increases, the relative increase is initially much greater in the red than in the blue, a consequence of the initi-
ally low radiance in the red together with the nearly wavelength-independent scattering coefficient of cloud
drops. The rapid increase of red/blue ratio with increasing COD at low COD is the basis for cloud detection
schemes using this ratio as a discriminant and is also the reason for cloud-free sky appearing blue but cloudy
sky appearing white or neutral.

3.2. Determination of Cloud Optical Depth

The dependence of zenith radiance on COD shown in Figure 1 can be inverted at a given solar zenith angle to
yield COD, shown in Figure 2 as a function of NZR for 640 and 460 nm, and cos(SZA) = 0.85. At low NZR the
relation is approximately linear suggesting the possibility of sensitive retrieval of COD from NZR. However,
with increasing NZR the curves become increasingly steep, decreasing the sensitivity of the retrieval.
Ultimately, because of the maximum in the dependence of zenith radiance on COD, the same zenith radiance
can result from either a thinner cloud (ascending branch of the curves in Figure 1) or a thicker cloud (des-
cending branch of the curves) [Chiu et al., 2006]. Consequently, it is necessary to ascertain whether the radi-
ance measured in a given region of the image is from a cloud of optical depth less than or greater than the
COD corresponding to the maximum normalized radiance, the so-called ambiguity problem in retrieval of
COD from zenith radiance [Chiu et al., 2006; Schäfer et al., 2013; Niple et al., 2016; Mejia et al., 2016]. As COD
obtained by the inversion is sensitive to zenith radiance only for clouds having COD≲ 3, above which the

Figure 2. Dependence of cloud optical depth COD on normalized zenith
radiance for red (640 nm) and blue (460 nm) wavelengths for liquid water
clouds for cos(SZA) = 0.85 used in retrieval of COD from scaled normalized
zenith radiance derived from images. Circular markers for COD = 3 denote
maximum value of COD that is considered confidently retrieved on account
of increasing slope. Square markers denote minimum (Rayleigh) and maxi-
mum (bright cloud) values of NZR that are used in two-point calibration of
camera counts to NZR. Inset shows dependence of COD on normalized
radiance at low COD.
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COD can increase substantially with little increase in downwelling radiance, we restrict the retrievals for the
present to clouds of optical depth less than about 3, depending on zenith angle, indicated by the circular
markers. The inset in the figure shows the linear dependence of COD on normalized radiance and the
greater relative increase (fractional increase relative to the cloud-free situation) with increasing COD at low
COD exhibited by the red radiance than by the blue. As the inference of COD from NZR is based on a
radiative transfer model that assumes horizontal homogeneity the retrieval should be restricted to clouds
that meet this requirement. In the present study the use of this model for retrieval of COD gains
justification by the restriction of the retrieval to situations of single, optically thin layer clouds, in which
single scattering dominates the downwelling radiance, manifested by the near linearity of the relation
between COD and NZR shown in Figure 2 for COD≲ 2.

The use of counts from the red and blue channels of the images results in two independent determinations of
the radiance field and in turn the COD field for each pixel of each image. This independent determination of
two related quantities (or of the same quantity) provides a means of examining the consistency of the retrie-
vals. Shown in Figure 3 is the relation between NZR in the blue and the red; the two branches of the relation
refer to low COD (COD≲ 4, depending on SZA; ascending branch of the curve) and high COD (≳ 4; descending
branch). At low COD blue radiance substantially exceeds red radiance in a relative sense (Figure 1); at inter-
mediate COD red slightly exceeds blue, and for thick clouds (COD≳ 10) the radiances at the two wavelengths
become essentially equal. Figure 3 serves as a framework for assessment of the retrieval of the radiances
obtained from the images.

Figure 2 displays a further feature of the radiative transfer calculations that is central to quantitative interpre-
tation of the camera images. Specifically for each color, blue and red, the figure shows, by the square markers,
the minimum (Rayleigh scattering) and maximum (brightest cloud) values of NZR that can result from any
amount of cloud in the overhead column. These two points thus provide a two-point calibration of NZR from
counts in the blue or red channels of the camera. Consequently, in a series of photos that encompass situa-
tions that extend from cloud free to bright cloud to thick (darker) clouds, identification of the regions in the
images that are characterized by minimum and maximum counts, allows, to the accuracy of the RT calcula-
tions, scaling of counts to NZR for each pixel in the image. In carrying out these calibrations it is important to
confirm that the bright regions are representative of relatively uniform regions of the cloud, avoiding any
silver lining effect at cloud edge, and that the dark regions are not influenced by shadowing; this confirma-
tion is greatly facilitated by inspection of the images.

Calibration of counts to NZR by this procedure automatically accounts for both the camera sensitivity and the
solar spectral irradiance at the top of the atmosphere at the time of the measurement (a function of SZA on
any given day and also of Earth-Sun distance), yielding the values of NZR in the two (blue and red) channels of
the camera, peaking respectively at 460 and 640 nm (Section S2.2 in the supporting information), from the

Figure 3. Normalized zenith radiance at the blue wavelength versus that at red wavelength, for cos(SZA) = 0.85; color indi-
cates cloud optical depth.
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counts in cloud-free and cloudy regions of one or multiple images. Specifically, the normalized zenith radi-
ance Rs is obtained for both the red and blue channels on a pixel-by-pixel basis from the count rate in each
pixel as

Rs ¼ Rmin þ C � Cmin

Cmax � Cmin
Rmax � Rminð Þ: (2)

Here C denotes red or blue counts in a given pixel of one or more camera images. Cmin and Cmax denote the
minimum and maximum counts in the images, corresponding to cloud-free and maximum brightness cloud
pixels, respectively; determination of Cmin and Cmax thus requires identification of a nominally cloud-free
region and of a region of maximum cloud brightness, respectively, in a single image or in temporally proxi-
mate images. Rmin and Rmax similarly denote the NZR determined from the RT calculations in the absence of
cloud and at the maximum brightness as COD is increased, respectively, at the pertinent solar zenith angle.
The calibration determined in this way is expected to be transferrable to temporally proximate images with
approximately constant solar geometry. Using a cloud-free region in the image itself to determine Cmin impli-
citly accounts for contribution to zenith radiance from aerosols, the contributions to radiance from clouds
and aerosols being nearly additive at the low optical depths for which the method is applicable. The ability
to determine NZR from the camera counts for each pixel (and separately for the red and blue channels) in
turn permits determination of COD from the data for each channel on a pixel-by-pixel basis by means of
the dependence of COD on NZR shown in Figure 2.

As the RT model used to invert radiance to COD is based on plane parallel horizontally uniform geometry
(1-D), the COD retrieved from the images is denoted an effective COD, ECOD, that is potentially subject to
3-D effects. Here we analyze the radiance field as if it were plane parallel (independent pixel approxima-
tion) and return to concerns over this assumption in the discussion.

4. Measurements
4.1. Cameras

The cameras employed in this study were Fujifilm FinePix, model S1, which retails for less than $400. This
model, which was selected primarily because of the zoom telephoto lens which at maximum zoom is equiva-
lent to a 1200mm lens on a standard 35mm film camera, yields a nominal resolution (angular field of view
divided by number of pixels) of approximately 6μrad and an actual resolution (as governed by camera optics
and demonstrated by measurement) of about 20μrad (Section S2.1 in the supporting information), corre-
sponding, respectively, to 6mm and 20mm for a cloud at 1 km altitude, making it very well suited for study
of cloud structure at high spatial resolution. In the measurements reported here the cameras were deployed
vertically (zenith) pointing, with 35mm equivalent focal lengths 1200mm and 217mm (actual focal lengths
215 and 38.8mm, respectively). At these two focal lengths the field of view of an image is 21 × 29mrad and
120× 160mrad, respectively, denoted here narrow field of view, NFOV, and wide field of view WFOV. For
perspective, the FOV for the NFOV camera is 2 × 3 Sun diameters and for the WFOV camera 11 × 15 Sun
diameters. For the number of pixels in the sensor 3456 × 4608 (15.9Mpixel), the angular resolution of a single
pixel is 6.2 and 34μrad for the NFOV and WFOV cameras, respectively. By comparison the resolution of the
human eye, 0.3 arcmin [Clark, 2016], corresponds to 90μrad; thus, at highest zoom the camera might be
considered equivalent to a 15 × telescope with FOV 22× 29m at 1000m. Numerical aperture was ƒ/8 at both
focal lengths. The actual length of the lens, about 100mm (Figure S11) is much less than that of an actual
1200mm focal length 35mm lens, a consequence of folded optics and of the smaller sensor size
(4.55mm×6.17mm) than that of the standard 35mm film image (24mm×36mm). A 1200mm, ƒ/5.6 lens
for a standard 35mm camera was manufactured in the late 1990s, and one such lens recently appeared
on the used photographic equipment market for $180,000 [Barron, 2015].

The camera sensor consists of a 3456 × 4608 (~16M pixel) pixel array with sensors masked by red, green, or
blue filters (Bayer pattern), so that only 1/4 of the pixels are red and 1/4 blue; the resultant image is interpo-
lated yielding 3456× 4608× 3 sets of 16 bit numbers corresponding to the intensities (measured as counts) in
each of the red, green, and blue (RGB) channels. Themaximum sensitivities of the blue and red channels used
for analysis of cloud contribution to observed radiance are at 460 and 640 nm, with minimal overlap (Section
S2.2 in the supporting information); here we do not make use of the green channel data, which are largely
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redundant with the blue and red channel data. The dynamic range of counts C in an individual pixel is 0 to
(216� 1); i.e., 0 to 65,535. Images are obtained initially in a proprietary “raw” format and converted by
software provided with the camera (Raw File Converter EX; https://silkypix.isl.co.jp/en/) to tiff (Tagged
Image File Format). As the image produced by the software exhibits a sublinear relation between radiant
intensity and counts to artificially increase the dynamic range of digital photographs to enhance their
visual appeal, it is necessary to calibrate the camera against a light source of variable intensity to linearize
the counts, as described in Section S2.3 in the supporting information. Although the tiff images are quite
large (96Mbyte for 16 bit RGB 16megapixel image) compared to compressed images such as the widely
used jpeg (Joint Photographic Experts Group) format, the tiff format retains the count information of each
individual pixel, instead relating that intensity to that of adjacent pixels, which would compromise analysis
of spatial variation of counts and derived quantities. Tiff images are readily ingested by commercial
graphics and image analysis software. The original rectangular images were trimmed to the central

Figure 4. Time series of photographs taken with wide FOV camera at the Department of Energy Atmospheric Radiation Measurement site in Oklahoma on 31 July
2015. Images are in RGB (red-green-blue) natural color. Angular dimension is 120 × 160mrad corresponding to 240 × 320m for cloud height 2 km. Images are
oriented with north at top, east at left, west at right, and south at bottom. Time is UTC; 16:33 UTC corresponds to 10:03 local Sun time. Successive images, serially
numbered by camera, are taken at 4 s intervals; one row (15 images) corresponds to 1min, and the total elapsed time is 7min. Red rectangle in Image 3162 denotes
locations of corresponding images with narrow-field-of-view camera (Figure 5).
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3456×3456pixels (~12M pixel) for quantitative intensity analysis to avoid vignetting. Because only 1 in 4 pixels
is red or blue the number of independent determinations of red or blue radiant intensity is three million. All
the analyses reported here were carried out with the Igor Pro software package (www.wavemetrics.com),
which ingests the RGB tiff image and permits extraction of count numbers C in each of the three channels
as two-dimensional matrices representing the x and y coordinates of the image, algebraic manipulation of
these quantities, further display of derived quantities as false color images, zooming in on selected regions
of images, calculation and display of line profiles, and the like.

Because of production limitations most images in the printed and electronic versions of this article exhibit
resolution that is greatly reduced from that of the original images and of false color images of quantities
derived from the original images. However, the original resolution of the images is preserved in figures avail-
able from the journal website and linked to the electronic version of this paper.

4.2. Deployment

Measurements reported here were conducted at the Department of Energy’s Atmospheric Radiation
Measurement (ARM) Southern Great Plains (SGP) site in north central Oklahoma (36.6°N, 97.5°W; altitude
317m) [Stokes and Schwartz, 1994; Mather and Voyles, 2013] to take advantage of other ongoing measure-
ments at that site pertinent to characterizing the atmospheric state, clouds, and radiation. Cameras were
located within 2m of a Doppler lidar. Cameras were leveled to within 1.7mrad of vertical. Images are oriented
with top of image to the north; as one is looking “upward” at a given image east is on the left, west on the
right, and south at the bottom of the image. Cameras were focused manually on a distant object, rather than
using autofocus, which has difficulty focusing on fuzzy objects such as clouds. Exposure time was 1/2000 s,
electronically controlled by the camera. Digital photographs were taken at automated 4 s intervals, the fre-
quency being limited by the write speed of the data to the storage medium. Time of the photograph was
recorded on the internal clock of each camera, which was calibrated regularly against a web-based UTC ser-
ver, with slight drift of the internal clocks compensated by interpolation; times are considered accurate to
± 2 s. Images were obtained typically for periods of 3 h on 13 days from mid-July to August 2015. Further
description of the deployment is given in the supporting information.

Other key measurements were a Doppler lidar (wavelength 1.5μm; range gate, 30m; integrating time, 1 s; full
angle field of view, 66μrad [Pearson et al., 2009] for detection of aerosols and clouds, determination of cloud
heights, and determination of atmospheric vertical velocity; multifilter rotating shadow band radiometer
(MFRSR) [Harrison et al., 1994] for cloud detection and aerosol optical depth; and Cimel Sun photometer
[Holben et al., 1998] for aerosol optical depth.

5. Observations and Analysis
5.1. Qualitative Observations

Time series of images taken midmorning, local time 31 July 2015, are presented in Figure 4 for the wider FOV
camera and in Figure 5 for the narrow FOV camera. Times indicated (16:33–16:40) and throughout this paper
are UTC; at the longitude of 97.5°W, local Sun time lags UTC by 6.5 h. Successive images are at 4 s intervals;
one row of images corresponds to 1min, and each panel represents a 7min interval. The spatial domain
represented by the images is calculated from the camera FOV and cloud height determined by the
Doppler lidar (discussed below). For cloud height 2 km the FOVs are 240 × 320m for the wider FOV camera
and 42 × 58m for the narrow FOV camera. Substantial variation in cloud amount within a given image is evi-
dent in many of the images. The time period represented in these images was selected for detailed analysis
here, in part because of the high variation exhibited between periods of complete coverage by small cumulus
humilis clouds (within the limited field of view of the images) to apparent cloud free, with numerous
instances of broken clouds and cloud edges, a common situation during a 6week deployment at the SGP site
in July–August 2015. Advection of clouds is seen in translation of identifiable cloud features in successive
images from right to left (west to east) and, to lesser extent, from bottom to top (south to north).
Identification of cloud features in proximate images permits calculation of an angular translational velocity
found, for images 3156–3160 with the WFOV camera, to be 1.8 and 0.88mrad s�1 eastward and northward,
respectively. For cloud height 2 km, this corresponds to translational velocity 3.6 and 1.8m s�1, respectively.
Wind speeds determined in this way agree rather closely with those obtained from the drift rate of a
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radiosonde launched about 1 h later (Figure S15 in the supporting information) confirming attribution of
translation of cloud features to advection.

Determination of the translational velocity also permits assessment of translational blurring during the time
of exposure of an image. For an angular translational velocity of 2mrad s�1 and exposure time of 1/2000 s the
angular translation is 1μrad, well less than the resolution of 6.2 and 34μrad for the NFOV andWFOV cameras,
respectively, establishing that such blurring is negligible.

Valuable context for the atmospheric state at the time of these images and for interpretation of the images is
provided by the Doppler lidar, which yields time-height profiles of backscattered intensity and vertical velo-
city, Figure 6; the wavelength of the lidar, 1.5μm, minimizes return from Rayleigh scattering, emphasizing
return from aerosols and clouds. Cloud layers are indicated by the regions of intense return (attenuated back-
scatter coefficient ~10�3.5 sr�1m�1), for which the vertical profiles of returned intensity showed a strong
peak at cloud altitude of 2 km above the surface (Figure 7a). The lidar return from an aerosol layer extending
from the surface to about 1 kmwas much weaker than that from the clouds. This signal was temporally much
more uniform than that from the clouds, consistent with a relatively uniform aerosol loading; the slight

Figure 5. Time series of photographs taken with narrow FOV camera, as in Figure 4. Angular dimension is 21 × 29mrad corresponding to 42 × 58m for cloud height
2 km. Red square in Image 1042 denotes central 3456 × 3456 pixel region used in quantitative analysis of the images.
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variation in aerosol over the 7min period, and indeed, over the several hour period of the measurements (in
the supporting information), is likely due more to variation in relative humidity than to variation in aerosol
loading. A second aerosol layer (or nascent cloud layer) at about 1.5 km briefly developed into a thin cloud
layer from about 16:35:40 to 16:37:30, which then dominated the return signal in the vertical profiles, as

Figure 6. Doppler lidar measurements for the 7min period 16:33:12 to 16:40:12 corresponding to the images presented in
Figures 4 and 5; images from NFOV camera as function of time are superimposed on each panel. (a) Time-height profile
of attenuated backscatter signal from Doppler Lidar. Color scale denotes logarithm (base 10) of return signal; white is below
minimum value on color scale. Vertical scale denotes height above ground level. Dashed line at 2 km is shown for
reference. (b) Vertically integrated lidar return from surface to 2.1 km over same time period. (c) Time-height profile, as in
a, of vertical velocity (positive upward). White indicates absence of return signal or velocity less than minimum value on
color scale. Citation to Doppler lidar data is in the acknowledgment section.

Figure 7. Vertical profiles of attenuated backscatter signal from Doppler Lidar for indicated times, corresponding to cloud layers at (a) 2 km and (b) 1.5 km and (c)
near absence of clouds. Each profile denotes a 1 s average. Vertical scale denotes height above ground level. Note the differences in backscatter scales. Citation to
Doppler lidar data is in the acknowledgment section.
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shown in Figure 7b. As the cloud layers were fairly opaque to the outgoing beam and as any returned
scattered light from above these cloud layers was quite weak and noisy, it is difficult to state with
confidence that the low return signal from above the cloud was representative of low scattering
coefficient above the cloud layers. However, there were instances of apparent “holes” in the clouds, e.g.,
around 16:38:40, for which the vertical profiles (Figure 7c) showed little signal from cloud; the minima in
attenuated backscatter signal are seen also in the integrated lidar return (Figure 6b). For these situations
the transmittance through the cloud layers was sufficiently high that it can be inferred that the return
from above 2 km is indicative of the absence of any significant aerosol or clouds above 2 km; this
conclusion is supported also by the sounding, Figure S15. These observations support the conclusion that
in the time period 16:34:00–16:35:30 the clouds consisted of a single thin layer at about 2 km and, as
indicated by the associated negative vertical velocities, weakly dissipative.

It may be noted that the lidar signals in Figure 6 disagree slightly from expectation based on the images in
Figure 5, superimposed as a strip of miniature images on each of the panels of Figure 6. For example, the
period of high integrated lidar return in Figure 6b commencing at about 16:36:00 seems to lag the period
of maximum brightness in the cloud images by some 20 s. Such disagreement can occur for several reasons.
Although the instruments are separated by only about 2m, there is possible mismatch in orientation to the
vertical; both the lidar and the cameras are nominally within 0.1°≈ 1.7mrad of the vertical, which compares to
the angular width of the image in the NFOV camera of about 22mrad. The width of the lidar beam, 66μrad, is
about equal to 10 pixels of an NFOV image or 0.3% of the image width. Also, the lidar signals are 1 s averages
versus the exposure times for the digital photographs of 0.5ms; a wind speed 4m s�1 at height of 2 kmwould
result in translation of the cloud by about 4m or 2mrad for cloud height 2 km. This represents about 300 pix-
els or about 10% of a NFOV image. In contrast, for 0.5ms exposure by the camera, the translation distance is
2mm or about 0.16 pixel. Finally, there is a systematic uncertainty in the time stamp of the camera images of
about ± 2 s.

Optical depth was measured by a multifilter rotating shadowband radiometer (MFRSR) and by a Cimel Sun
photometer. As both measurements are made along the direct line of sight to the Sun, they can be taken

Figure 8. Multiple depictions of radiance field from narrow-field-of-view images (a–c) for a bright cloud (Image 1042, 16:35:56) at 1.5 km (Figure 7b) and (d–f) for a
dark, largely cloud-free image (Image 1080, 16:38:28) at 2 km (Figure 7c). Vertical and horizontal axis scales denote pixels; 1 pixel corresponds to 6.2 μrad, or
9.3mm and 12.4mm for cloud height 1.5 and 2 km, respectively; length scale bars denote horizontal scale at those heights. Image dimensions are 32 × 32m and
43 × 43m, respectively. Figures 8a and 8d, RGB; Figures 8b and 8e, red channel shown in grayscale; and Figures 8c and 8f, red channel shown in false color, with
linearized counts indicated by color scale at right; note the different color scales for the two images.
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only as indicative of the general state of cloudiness at the time and location and not as measures of the
clouds vertically above the cameras at the time of the photographs, the Sun being well outside the field of
view of the cameras (Figure S12). The MFRSR returned signal during much of the period 16:00–17:00
(Section S4 in the supporting information), with optical depth at 500 nm 0.4 to 0.5, but with excursions up
to 1.5 earlier in the hour and 1.0 at 16:34:00; the high excursions were characterized by low Ångström expo-
nent (0–0.2) indicative of optically thin clouds.

Additional perspective to the atmospheric state is provided by the radiosonde (Figure S15) which shows a
region of high relative humidity between 1000 and 2000m altitude above the surface, consistent with cloud
height determined by lidar. Despite indication in the sounding of RH never reaching 100%, thin clouds were
consistently present above the SGP site throughout the time period of the sonde rising through the 2000m
level. Based on the sounding the atmosphere is neutral to slightly stable at the altitude of the aerosol and
cloud layers, supporting interpretation of the clouds as weakly dissipative.

5.2. Quantitative Examination of Images

This section examines selected cloud photographs and derived quantities and presents analysis and interpre-
tation of these images. Perforce the number of images that can be presented and discussed here is limited.
The intent is to illustrate the analyses conducted and to focus on several images of particular interest within
the time series represented in Figure 5. Attention is called first to Figure 8a, which shows the RGB image of
the central portion (3456 × 3456 pixels) of Image 1042 obtained with the NFOV camera (Figure 5). This image
is selected as an example of a scene that encompasses a wide range of cloudiness within the small portion of
the sky encompassed by the camera field of view (Figure S12), from low cloud in the upper left (northeast
corner of the scene) to bright cloud in the upper right. A broader context of this image is shown in
Image 3162 obtained with the WFOV camera (Figure 4) with the region encompassed by the NFOV image
demarcated by the red rectangle. Greater visual contrast is obtained with the red channel image (Figure 8b).
A quantitative rendering of the red channel image is given by the false color image of the linearized counts
(Figure 8c); here the range of the color scale and of the image itself encompasses the entire range of the
counts in the image; that range can be adjusted to bring out features of interest. The number of counts in
this channel ranges from about 4000 to about 36,000, almost an order of magnitude, spanning a large frac-
tion of the 16 bit dynamic range of the camera, 0–65,535. (The blue channel image, not shown, is qualitatively
similar.) Strong gradients are readily identified in the image and read off from the color scale. In addition to
the overall gradient from upper left to upper right, there is evidence throughout the image of structure in the
radiance field at finer scales. The length scale bar shows the horizontal distance calculated from the camera
field of view, 21.5mrad× 21.5mrad, and the height of the cloud, 1.5 km, determined from the lidar (Figures 6
and 7), fromwhich it is seen that there can be substantial variation in the cloud at horizontal scales of 5m and
below, discussed in section 5.6.

A second example is image 1080; as discussed in section 5.3, this image is the darkest in the series of images
shown in Figure 5 and thus assumes some importance in the further analysis. Although no cloud is evident in
the RGB image, Figure 8d, examination of the red channel in gray scale or in false color reveals a bright spot at
the left of the image, which appears to be a small thin cloud, as well as a gradient across the image; the max-
imum effective optical depth of this cloud, determined as described in section 5.5 is about 0.13. The range of
counts comprising image R1080 is much lower than for image R1042 (the prefix R denotes the red channel).
Comparison with images immediately preceding (Figure 9) shows the same cloud translating from the center
of the image to the left (eastward). The wind speed components calculated from the angular velocity at
height of 2 km, which height is exhibiting the greatest magnitude lidar return at that time (Figure 7), are
1.4m s�1 eastward and 0.12m s�1 northward, consistent with lower wind speed at this height seen in the
sounding (Figure S15).

5.3. Determination of Scaling Parameters

Inverting linearized counts measured by the camera to optical depth first requires relating the linearized
counts in the several channels of the images to the normalized radiance as described in section 3. For this
purpose we use the brightest and darkest regions in a series of images that span the range of cloud free
to COD sufficiently great as to encompass the maximum in normalized radiance shown in Figures 1–3 to
determine scaled normalized radiance by equation (2). It is therefore necessary first to identify the
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minimum and maximum values of linearized counts in such a series of images, as outlined here. It must be
recognized that even in the darkest images there will inevitably be contributions to zenith radiance from
any aerosol that is present, as well as from any residual unrecognized cloud. From the perspective of
determination of COD, the contribution to radiance from aerosol in the darkest region used to set the zero
of the scaled radiance would simply raise the floor of the minimum radiance and thus not contribute to
determined COD. However, the presence of any unrecognized or nascent cloud in the darkest region
would artificially raise the zero of the scaled radiance, and as a consequence the COD determined by this
procedure would be less than the actual COD by the optical depth of whatever cloud is present in the
nominally cloud-free region used to set the scale.

The distribution of counts in a given image or set of images is conveniently examined by histograms
(Figure 10). Figure 10 a shows the histogram for image R1042, (Figures 8a–8c) which spans much of the
region between fairly cloud free and fairly bright cloud, as manifested by the rather broad histogram. The his-
togram for the red channel of the nearly cloud-free image R1080 exhibits much lower counts, and a single
peak, indicative of themuch greater uniformity of the intensity over the image. The breadth of the probability
density function (PDF) for this image is indicative mainly of the gradient across the image noted above, as
seen by comparison of the color bar with the colors in Figure 8f. The integral of the histogram, denoted
F<C and plotted as a function of counts C, gives the fraction of pixels having counts lower than C; the com-
plement of this quantity, denoted as F>C, gives the fraction of pixels having counts greater than C. A flat value
of either integral over a certain range would mean few pixels with counts at that range of C, for example, if
there were a distinct region in the distribution function of few counts between a cloud-free and cloudy
region. Such a situation is not observed in the histograms of either of the two images and indeed is quite rare
in the histograms of the clouds examined.

A key objective was to identify within the series of photographs regions of maximum and minimum cloud
contribution to radiance needed to anchor the scaling of the uncalibrated radiances obtained from the

Figure 9. Successive images (grayscale display of red channel linearized counts) at 4 s intervals showing translation from right to left (west to east) of apparent cloud
in dark image. (a) R1078; (b) R1079; and (c) R1080. Length scale bars are evaluated on assumption that cloud height is 2 km.

Figure 10. (a) Histogram (normalized probability distribution function, PDF, red) of numbers of pixels having linearized
counts C in red channel of image R1042 versus C. Color bar corresponds to color scale in false color image of that quan-
tity (Figure 8c). F<C, green, denotes integral of PDF from 0 to C, the fraction of pixels having linearized counts less than C;
and F>C, blue, denotes the complement of F<C, the fraction of pixels having linearized counts greater than C. (b) As in
Figure 10a, for image R1080; color bar corresponds to Figure 8f.
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camera to the results of the RT calculations. Of the several images containing bright clouds, all exhibited a
rather sharp cutoff in radiance in the red channel at about 35,000 counts (Figure 11); such a similarity in max-
imum counts is consistent with expectation based on RT calculations of a maximum in radiance with increas-
ing COD (Figure 1). Comparison of histograms of the several images shows that the image containing pixels
with maximum counts was R1043; this is most readily discerned in plots on logarithmic scales (Figures 11b
and 11c). In order to minimize any effect of any outliers, the maximum value of C to be used in the scaling
to normalized radiance, Cmax, was rather arbitrarily selected as that value of C for which F>C was 2× 10-5

out of a total of 34562 = 1.19 × 107; i.e., 238 pixels.

A similar examination was made of the histograms of red channels of several dark images, i.e., containing no
cloud or cloud of very low optical depth (Figures 11d–11f), again with a sharp cutoff in counts at a similar
value for the several images. The image containing the lowest counts, R1080, actually appears to have
encompassed a region of discernible thin cloud, as discussed above. Comparison of the values of Cmax and
Cmin determined in this way, 35,132 and 1167, with the brightest and darkest regions shown in the false color
images (Figures 8c and 8f), respectively shows that this procedure accurately determines representative
values of the maximum and minimum linearized counts in the images. In particular, the darkest region of
image R1080 is the upper right (northwest) corner. Again, as even this region of the image may not be
entirely free of thin cloud, the value of Cmin obtained from this image, which is the lowest of the series of
images shown in Figure 5, may not in fact be representative of a truly cloud-free sky; any cloud contribution
to radiance in this would result in the COD determined using this value of Cmin being artificially low.

The sensitivity of retrieved NZR to choice of Cmin and Cmax was examined by varying the cutoff values of F>C

and F<C from 2×10-5 to (1� 3) × 10-5, showing little sensitivity to the choice of cutoff value. This insensitivity
lends confidence in the use of Cmin and Cmax determined in this way to calculate NZR via equation (2) from
the counts in the red and blue channels of the camera images and in the use of NZR so determined to infer
cloud optical depth and related quantities.

5.4. Normalized Zenith Radiance

Determination of the scaling parameters permits determination of an effective cloud optical depth and other
cloud properties for any of the temporally proximate images shown in Figure 5, for which solar zenith angle

Figure 11. (a–c) Histograms of linearized red channel counts of several images containing bright clouds during the time period 16:33 to 16:40 UTC. (a) PDFs on linear
scale, normalized to equal area; (b) PDFs, normalized to maximum values, on logarithmic scale; (c) complements of the integrals of PDFs, F>C, on logarithmic scale.
(d–f) Same as Figures 11a–11c but for dark sky scenes; in Figure 11f, displaying F<C, the integrals of the PDFs. (g–i) Same as Figures 11d, 11f, and 11c, respectively,
but for blue channel images containing dark sky scenes. Cmax and Cmin denote values of C for which F>C and F<C, respectively, are equal to 2 × 10�5 used in
calculation of cloud optical depth.
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can be considered constant. Here two images are examined as examples: Image 1033, a rather dark, thin-
cloud image with a substantial region dominated by blue Rayleigh scatter, and Image 1041, dominated by
cloud exhibiting a range of brightness shown in RGB in Figure 12; here image contrast is somewhat
enhanced to better display cloud features. The red channel signal, dominated by radiance from clouds
(Figure 13) shows for each image much spatial structure and a wide dynamic range in counts, factor of 2.5
to 3; the ranges somewhat overlapping. This is seen also in the histograms of counts for the two images
(Figure 14). The histograms for the counts in the red and blue channels of each image are rather similar
but exhibit some differences, as well as showing the higher minimum count in the blue, a consequence of
the Rayleigh contribution to zenith radiance.

Normalized zenith radiance is determined on a pixel-by-pixel basis from the counts in the red and blue chan-
nels of the images by first calculating scaled NZR from the counts (equation (2)). As the transformation from
counts to NZR is linear, the false color image of NZR is identical to that for counts except for scale, permitting
both quantities to be displayed in a single image but with different color scales (Figure 13). The transformation
to NZR is manifested also in the shift and compression of the histograms of the two quantities (Figure 14). The
relation between NZR determined from the blue and red channels is shown for each of the two images in
Figure 15 on the template obtained from the RT calculations (Figure 3). For the cloudier image, Image 1041,
the data conform rather well to expectation. However, Image 1033, the less cloudy image, yields blue NZR rela-
tive to red NZR that is systematically higher than expected from the RT calculations. A possible reason for this is

Figure 12. Red-green-blue (RGB) images of (a) Image 1033 and (b) Image 1041. Length scale bars as in Figure 8. For display
purpose the image contrast is somewhat enhanced.

Figure 13. (a) False color images of linearized counts in red channel of Image 1033, with normalized zenith radiance shown by second color scale. (b) Same for
Image 1041. Note the different scales for counts and NZRs in the two images, necessary to display wide dynamic range in each image. Length scale bars as in
Figure 11.
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Figure 14. Histograms of linearized counts, normalized zenith radiance, and effective cloud optical depth derived from red
and blue channels of Images 1033 and 1041, shown in red and blue, respectively.

Figure 15. Scatterplots of normalized zenith radiance determined from counts in blue channel versus that from red chan-
nel for images 1033 (left) and 1041 (right). Also shown are relation determined from RT calculations for cos(SZA) = 0.85
(Figure 3), blue, and one-to-one line, green.
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the contribution to NZR from aerosol particles sufficiently small that their scattering coefficient exhibits
wavelength dependence, greater in the blue than the red. The histograms for scaled NZR for Image 1041
(Figure 14) exhibit good agreement in shape and the expected slightly greater value for blue at low NZR and
slightly greater value for red at high NZR. The histograms of NZR for Image 1033 exhibit
substantial displacement.

5.5. Effective Cloud Optical Depth

A quantity denoted effective cloud optical depth, ECOD, was determined for each image on a pixel-by-pixel
basis by interpolation in the relation between COD and NZR shown in Figure 2. As noted in section 3, the
dependence of COD on NZR given in that figure rests on plane-parallel calculations, and thus, because of
3-D effects the ECOD so determined for a given pixel may depart from the actual COD, the local vertical inte-
gral of the scattering coefficient. ECOD may differ from actual COD also because the calculations leading to
Figure 2 were carried out with optical properties which may differ from those characteristic of the actual
cloud. We return to this point in the section 6. Fields of ECOD calculated in this way from both the red and
blue NZRs for the two images are shown in Figure 16. Because NZR depends on SZA, the conversion of counts
to NZR and in turn to cloud optical depth ECOD is also dependent on SZA; for the time range represented by
the images in Figure 5, cos(SZA) was nearly constant, 0.85 ± 0.01, so the conversion calculated for cos(SZA)
= 0.85 (Figure 2) was employed throughout.

Overall, the ECODs are indicative of thin clouds, mainly ≲ 1 for Image 1033 and mainly 0.5–2 for Image 1041.
The spatial structure of ECOD is quite similar to that exhibited by the counts (Figure 13) but with somewhat

Figure 16. False color images of effective cloud optical depth for (a, c) Image 1033 and (b, d) Image 1041, retrieved from
red channel radiance (Figures 16a and 16b) and blue channel radiance (Figures 16c and 16d); note the different color
scales for the two Images. Length scale bars as in Figure 8. Boxes (600 pixels on a side) and swaths (21 pixels wide) denote
regions examined in higher resolution and as line profiles in section 5.6.
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less dynamic range mainly because conversion of NZR to ECOD subtracts out the contribution of Rayleigh
radiance from the images; this is manifested also in comparison of the histograms for ECOD with those for
NZR (Figure 14) which shows the much greater overlap of histograms for the red and blue images for
ECOD than for NZR. The fact that the retrieved ECOD for Image 1041 was entirely less than 2 suggests little
or no region in the cloud of optical depth greater than 4 that would be aliased to lesser value on account
of the double valued dependence of COD on NZR (Figure 2); that is, the image consists entirely of what we
denote as optically thin cloud.

Although the optical depth fields retrieved from the red and blue channels are similar for each of the images,
some differences can be discerned. The similarities and differences in ECOD determined independently from
the counts in each of the two channels are seen also in the histograms (Figure 14) and also in scatterplots of
ECOD from the blue channel counts versus that from the red channel counts (Figure 17) which show for both
images an order of magnitude range of ECOD within the 40m×40m image. In principle COD determined
from the red and blue channels would be expected to yield the same values as a consequence of the near
wavelength independence of the scattering coefficient of clouds. The greater value of ECOD in regions of
low ECOD, especially seen in Image 1033, may be due to cloud drop radius in optically thin regions of cloud
being less than the 5μm (asymmetry parameter g=0.85) assumed in the radiation transfer calculations; a
smaller drop radius would result in greater optical depth in the blue than in the red. At present these differ-
ences are considered one measure of uncertainty in the retrieval of ECOD that is within about 0.1 + 15%.

A possible source of systematic error in determination of ECOD arises from sensor noise in the camera resulting
in values of Cmax that are erroneously high, or alternatively values of Cmin that are erroneously low, systemati-
cally affecting the conversion of linearized counts to normalized zenith radiance by equation (2) and in turn sys-
tematically affecting the retrieval of ECOD fromNZR. Themagnitude of the resulting error would depend on the
magnitude of sensor noise. Sensor noise examined by several approaches (Section S2.4 in the supporting infor-
mation) is approximately 2.5%, 1 sigma. As shown also in the supporting information (Section S2.5), a value of
Cmax that is erroneously high by 2.5% would yield a value of ECOD that is erroneously low by 2 to 12%, increas-
ing with increasing ECOD up to ECOD=3; the effect of error in Cmin was minimal. Sensor noise would also con-
tribute to noise in retrieved values of ECOD in individual pixels by similar percentages.

5.6. Spatial Variation of Cloud Properties

The large number of pixels in a given image permits examination of spatial variation of radiance and derived
products at a range of length scales. Figure 18a shows a series of line profiles across linearized counts or
ECOD at specific values of north-south dimension, indicated by horizontal lines in Figure 16a (shown also
in enhanced-contrast RGB images in Figure 12), as derived from Images 1033 and 1041. Figure 18a shows line
profiles of linearized counts on three adjacent single-pixel swaths; also shown is an estimate of the noise

Figure 17. Scatterplots of effective cloud optical depth determined for individual pixels from counts in blue channel of
image versus that determined in red channel for Images (a) 1033 and (b) 1041. Also shown are linear regression lines
and associated fitting coefficients and one-to-one line; rms residual is root-mean-square of residual about regression fit.
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associated with counts in a single pixel (estimated standard deviation of counts in a single pixel 2.5% of the
count, as determined in Section S2.4 in the supporting information) expressed as ± three times the estimated
standard deviation. By that measure, the cloud feature manifested at pixels 900–1500 stands out
unmistakably from the background as an enhancement of radiance, attributable to enhanced cloud
scattering, of east-west width about 8m, with an increase in linearized counts of about 4000 counts or 40
times the estimated standard deviation of the measurement, about 100 counts. Similarly, there is an
increase in scattering of about 1100 linearized counts between pixels 320–443 corresponding to an east-
west distance of about 1.5m. Such systematic changes in radiances over such distances are commonly
observed in the images. Corresponding values of ECOD shown in Figure 18b are 0.11 at the east (left) base
of the peak at 1200 pixels, and 0. 25 at the peak, a change in ECOD of 0.14 over a distance of about 4m.
The increase in ECOD at pixels 320-443 pixels corresponds to an increase in ECOD over this distance, 1.5m,
from 0.084 to 0.135 or 0.05. Figure 18c shows that the sharp increase in ECOD from 0.5 to 1.3 along the
line profile D in Figure 16b occurs over a distance of 2.5m.

Variation in ECOD of such magnitude and on such scales is commonly exhibited in these images, further
examples of which are shown in Figure 19, which zooms in on ECOD in two subregions of the image
presented in Figure 16a. Here in addition to the approximately sixfold zoom from the scale of that image,
the range of the false color scales is substantially decreased to display the spatial variation in these relatively
homogeneous regions of the parent image. Attention is called also to the barely discernible cloud in the
corresponding region of the enhanced-contrast version of the RGB image (Figure 12a). Figures 19b, 19c,
19e, and 19f show series of line profiles of ECOD across the images exhibiting coherent variation among
the several proximate traces. These examples point out regions of such coherent variation by amounts
ranging from a few hundredths to a tenth of an optical depth unit over a distance range as low as about

Figure 18. Line profiles, indicated by row pixel number (north-south direction), across images for linearized counts and
effective COD obtained from red channel radiance. (a) Linearized counts for Image 1033 for three adjacent single-pixel
swaths shown at line A in Figure 15. For profile 1400 vertical uncertainty bars denote ± 3 times estimated standard
deviation. (b) Line profile of effective COD for Image 1033 derived from red channel linear counts; swath width 21 pixels.
(c) As for Figure 18b but for single profile in Image 1041 corresponding to line D in Figure 15b. Vertical lines denote features
discussed in text.
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1m. This coherent variation lends confidence to the ascription of the variation to variation in cloud properties
affecting zenith radiance.

A final example zooms further in Image 1033, specifically on the subregion shown by the square in
Figure 19a, a further factor of about 8, shown in Figure 20, which shows a region of elevated radiance
and ECOD of dimension roughly 10 × 30 cm. Again, attribution of the variation in red radiance and effec-
tive COD is informed by the estimation of sensor noise in Section S2.4 of the supporting information.
Figure 20b shows five single-pixel line profiles of red channel linearized counts together with the esti-
mated uncertainty again shown as ± 3 times the standard deviation of the noise associated with the radi-
ance in a single pixel, about 100 counts. Also shown is the average of the five line profiles. The increase in
counts between pixels 878 and 890, corresponding to a distance of 14 cm for cloud height 2 km and 740
counts, is about 7 standard deviations of the noise associated counts in a single pixel. This comparison
together with the systematic enhancement of zenith radiance throughout the central portion of the sub-
region is taken as indicative of enhanced zenith radiance in this region of the cloud. Figures 20c and 20d,
which present the conversion of the data to ECOD and which exhibit the same spatial pattern, permit
determination of the variation in ECOD over the subregion. Specifically, the increase in ECOD between pix-
els 878 and 890, 0.034 of an optical depth unit, demonstrates the ability of the measurement to determine
such small changes in ECOD over a distance of 14 cm. As may be seen in Figure 19a there are several addi-
tional regions that exhibit such enhanced ECOD relative to the surrounding areas within the cloud.
Inspection of these and other images shows this phenomenon to be a frequent occurrence.

Figure 19. Zoomed images and line profiles of effective COD. (a and d) ECOD obtained from red channel in subregions
B and C, respectively, of Image 1033 shown in Figure 16a. Note the differences in color scales and differences also from
that in Figure 16a. (b, c, e, and f) Line profiles of ECOD having swath width 21 pixels (25 cm), with central pixel value
denoted in legend. Horizontal stripes in Figures 19a and 19d denote locations of northermost and southermost swaths of
the two sets of line profiles shown in Figures 19b and 19c and Figures 19e and 19f, respectively. Length scale bars are
evaluated for cloud height taken as 2 km.
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6. Discussion

We present and analyze photographic images of sky containing boundary-layer cumulus humilis clouds
obtained with vertically pointing high-magnification, narrow field-of-view digital cameras. With such narrow
field of view the amount of cloud in the images can change rapidly on a time scales of seconds to minutes, a
consequence of clouds being advected into and out of the camera field of view. In the examples presented
here, for a 7min time period on a single day at Oklahoma, cloud dimensions were tens to hundreds of meters.
As well, the photographs exhibit considerable structure in individual images of dimension approximately
30m on a side at cloud altitude.

The analysis presented here emphasizes optically thin clouds having COD≲ 2. A 1-D radiation transfer model
was used to determine normalized zenith radiance (NZR, zenith radiance per downwelling irradiance) point-
wise in the images and in turn to retrieve what we have denoted an effective cloud optical depth (ECOD). The
resulting fields, displayed as false color images, exhibit rich spatial structure that corresponds to the spatial
structure in the original cloud photographs. The images of NZR and ECOD consist of, for each of the red
and blue channels of the camera, some threemillion independent determinations at spatial resolution
(~3 cm for cloud at 1.5 km) that exceeds that from common current imaging approaches by 3 to 5 orders
of magnitude and surface-based nonimaging approaches such as sky photometry by 3 orders of magnitude.
Examination of clouds at this resolution provides unprecedented detail of cloud properties both in relatively
homogeneous regions of cloud and in regions of strong gradient in radiance showing rich spatial structure in
NZR on scales at least down to about 10 cm. As discussed below, the observed variation in NZR is ascribed to
corresponding variation in COD.

As the 1-D radiation transfer model employed in the retrieval of effective COD from NZR assumes horizontal
homogeneity, the question arises to what extent the observed variation in NZR can be attributed to variation
in COD and to what extent the retrieved effective COD approximates the actual local COD. (Similar issues
arise, albeit on much different geometrical scale, in retrieval of COD from upwelling radiances measured
by satellite-borne instruments [e.g., Marshak et al., 1998; Iwabuchi and Hayasaka, 2002; Davis and Marshak,
2010]). There are three classes of reasons why the effective COD might differ from the true COD: (1) remote

Figure 20. Linearized counts and effective optical depth at higher magnification. False color image of (a) linearized counts and (c) effective COD for the region of
Image 1033 denoted by the square box in Figure 19. Five single-pixel line profiles of (b) linearized counts and (d) ECOD at pixel values bounded by horizontal
lines in Figures 20a and 20c, respectively, and indicated in legend. Also shown in Figures 20b and 20d are the means of the five line profiles, and in Figure 20b,
uncertainty bars denoting ± 3 times the standard deviation of noise associated with counts in a single pixel. Individual pixels discernible in the images correspond to
linear dimension 12mm at cloud height 2 km; length scale bars are evaluated for cloud height taken as 2 km.
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influences such as shadowing or sidewall reflectance by another cloud, (2) local influences due to horizontal
radiation transport occasioned by inhomogeneities within the cloud, and (3) smoothing of the radiation field
due to multiple scattering. For the cloud images examined here we have selected situations where remote
influences appear minimal. We note as well that the short-range variation in NZR seen here is almost certainly
unlikely to result from variations in downwelling radiation at the top of the cloud due to remote influences
and is therefore attributed to local variation in COD. The question then arises over the equivalence between
COD determined with the 1-D RT model, that is, treating each pixel as uninfluenced by horizontal RT into or
out of the column (independent pixel approximation), and the actual COD, the vertical integral of scattering
coefficient in the cloud. Here the argument is made that in the limit of an optically thin cloud, for which scat-
tering is dominated by single scattering events during photon transport in the cloud, these two quantities
become equivalent. Qualitatively, this argument is made by reference to the several examples of photon path
shown in Figure 21. Here path A depicts a single scattering event, which, for an optically thin cloud, is the
dominant contribution to NZR, namely, scattering in the principal plane by angle θ equal to solar zenith angle
θ0. For size parameter x=2πr/λ>> 1, where r is the cloud drop radius and λ is the wavelength, characteristic
of scattering of visible light by cloud drops, scattering is predominantly in the forward direction; so for small
θ0, scattering is predominantly downward. Positive (path B) or negative (path C) contributions to NZR other
than from single scattering events, which lead to horizontal radiative transfer that would couple two or more
pixels, must involve multiple scattering events. Hence, for optically thin clouds for which contributions from
multiple scattering would be minimal, the effective COD obtained from the 1-D RT model can be confidently
equated to the actual COD. A criterion for this situation is the criterion for cloud radiative effects to be linearly
related to COD advanced by Gabriel and Evans [1996], namely, that the scaled COD(1� g)τ<< 1, where g is
the asymmetry parameter and τ is COD. For g= 0.85 characteristic of r= 5μm and COD=2 the scaled COD is
0.3; the approximate linear relation between COD and NZR for COD≲ 2 (Figure 3) suggests that COD= 2
might be taken as the maximum value of COD for which the COD inferred from the 1-D RT model is an accu-
rate measure of actual COD. Examination of images of retrieved COD for Images 1033 and 1041 shown in
Figure 16 shows this criterion to be satisfied for those retrievals.

To the extent that the effective COD determined here represents the actual local optical depth of the cloud
then the 1-D RT calculations used to retrieve COD from radiance can be used to calculate other radiative
effects of clouds at the same spatial resolution as that of COD, importantly the cloud albedo, the enhance-
ment of scene albedo due to the presence of cloud, and the color ratio between red and blue NZR, a measure
of cloudiness.

The emphasis here has been on optically thin clouds, COD≲ 2, a category of clouds that is difficult to
characterize [Turner et al., 2007; Zuidema et al., 2012] and undercharacterized but radiatively quite important.
By many measures, these are thin clouds indeed. To illustrate this point, Table 1 summarizes the optical and
physical properties of a cloud of COD=1 and physical thickness 50m (Figure 7). Attention is called to the
scattering coefficient 0.02m�1 or equivalently the photon mean free path, 50m. Such a mean free path is

Figure 21. Single and multiple scattering in an optically thin nonuniform cloud. A, single scattering into zenith radiance;
scattering angle θ is equal to solar zenith angle θ0. B, multiple scattering into zenith radiance. C, multiple scattering out
of zenith radiance.
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comparable to the cloud physical thickness. It also far exceeds the horizontal resolution in the photographs,
nominally 9mm for cloud at 1.5 km above the surface. The corresponding liquid water path (LWP), calculated
for assumed drop radius 5μm, is 3μm or 3 gm�2, 1.5 orders of magnitude less than the threshold commonly
taken for thin clouds, 100 gm�2 [Turner et al., 2007]. Despite such low LWP the drop density is such that for
pixel size at cloud height, A≈ 1 cm2, the areal density N of cloud drops is sufficiently great that pixel to pixel
variation in COD due to shot noise in droplet number per pixel, fractional noise (NA)�1/2≈ 1× 10�3, is much
less than the observed variation (and also much less than the observed fractional uncertainty in counts due to
sensor noise, ~0.025), supporting attribution of observed variation in NZR to environmentally induced
variation in cloud properties.

The optically thin clouds such as those characterized here are radiatively quite important, with typical local
and instantaneous top-of-atmosphere (TOA) shortwave radiative effect for COD= 1, about 80Wm�2. Such
a substantial radiative effect underscores the climatological importance of such thin clouds and the necessity
of accurately representing them and their radiative effects in climate models. The absence or underrepresen-
tation of such thin clouds in a model would require enhancing the albedo of the clouds actually represented
in themodel to achieve the accurate albedo in large-scale averages, a phenomenon that is exhibited bymany
current climate models based on comparison with cloud amount determined by satellite-based remote sen-
sing [Kay et al., 2012; Nam et al., 2012;Wang and Su, 2013]. The presence of thin radiatively important clouds
such as those characterized here but missed in satellite measurements would exacerbate this “too few, too
bright” problem.

A key point to be emphasized here regards the use of an imager in the attribution of observed variation in
radiance to variation in cloud contribution to this radiance and ultimately to variation in COD. Specifically
in the example examined in Figure 20 and the attendant discussion use of an imager to provide the spatial
pattern of variation (as opposed to a time series from a point measurement) was central to confident attribu-
tion of the variation in zenith radiance to variation in cloud amount.

A persistent issue associated with retrievals of COD from radiance measurements is the so-called ambiguity
problem [Chiu et al., 2006; Schäfer et al., 2013; LeBlanc et al., 2015; Niple et al., 2016; Mejia et al., 2016] arising
from the double-valued dependence of COD on NZR (Figure 3). For the present we rely on visual inspection of
NZR fields under the assumption of spatial continuity of COD and NZR; that is NZR is expected to reach amax-
imum value consistent with that exhibited in the RT models at a COD of approximately 4, depending on solar
zenith angle. Examining the spatial variation of NZR permits identification of maxima in radiance such that
decrease in NZR on the other side of the maximum is indicative of thicker cloud in that region. This visual
inspection approach contrasts with other approaches, such as that of using the color ratio (red/blue ratio)
[Koehler et al., 1991; Mejia et al., 2016; Niple et al., 2016] or the isomorphic red/(red +blue) ratio that is com-
monly employed in cloud screening [e.g., Long et al., 2006]; the ratio method is based on the fact that at
low COD the ratio of blue to red NZR is high, whereas for thick cloud this ratio approaches unity.

Table 1. Typical Cloud Physical and Optical Propertiesa

Quantity Symbol or Formula Value Unit

Drop radius r 5 × 10�6 m
Optical depth τ 1
Cloud thickness Z 50 m
Scattering coefficient α = τ/Z 0.02 m�1

Photon mean free path Λ = α� 1 = Z/τ 50 m
Scattering cross section σ = 2πr2 1.6 × 10�10 m2

Drop areal concentration N = τ/σ 6 × 109 m�2

Drop volume concentration n =N/Z 1.3 × 108 m�3

Liquid water path L ¼ 2
3 rτ 3 × 10�6 m3m�2 =m

Liquid water volume fraction W = L/Z 6 × 10�8 [-]
Side of pixel Δx 0.01 m
Area of pixel ΔA = (Δx)2 1 × 10�4 m2

Number of drops in pixel NΔA 6 × 105 [-]

aQuantities in red are based on assumption (drop radius) or observations; quantities in black are derived according to
indicated formulas. For this calculation cloud is assumed monodisperse with single-drop radius r; cloud drop concentra-
tion n is assumed constant with height within cloud.
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Examination of color ratio as a measure of cloud contribution to NZR and albedo in high-resolution images
will be presented elsewhere. For the moment we rely on visual inspection of images to limit retrievals to
regions of thin cloud.

To what extent should the short-scale variation in optical depth of clouds reported here be considered a sur-
prise? Substantial variation in cloud radiance is exhibited in images of COD obtained from high-resolution
(Landsat) satellite images [Barker et al., 1996] down to the limit of the pixel size of the images, 30m, some
3 orders of magnitude greater than that obtained here. Schäfer et al. [2013] presented images of thin cirrus
clouds from ground-based imaging with resolution about 15m exhibiting occasional sharp features with dif-
ference in COD between adjacent pixels by as much as about 0.5.Mejia et al. [2016] presented images of radi-
ance from which they retrieved images of COD using a RT model, which likewise exhibited strong variation in
COD on scales of 15m (for assumed cloud base height of 1 km). Fine structure in cloud radiance, down to the
limit of the resolution, estimated as about 1m, was seen also in the film-photographic images of Sachs et al.
[2002]. For that matter, frequently it is possible to visually discern filamentous structure in clouds across the
diameter of a full moon (9mrad compared to the square images examined here 22mrad); such variation can
be seen even at rather small zenith angle so that one is seeing horizontal variation of perhaps 1m at 1 km.

Certainly also, there is an abundance of in situ measurements, going back for quite some time, showing
variation in cloud properties, especially at cloud edges and showing that these changes can be quite sharp.
During flights in broken stratiform clouds ten Brink et al. [1987] reported fluctuations and spikes in liquid
water content and turbulent energy dissipation rate on scale of a fewmeters. Fluctuations on a similar spatial
scale were reported also by Gerber et al. [1994]. Siebert et al. [2006] presented in situ measurements showing a
change in turbulent energy dissipation rate by 4 orders of magnitude within 50m in the vicinity of cloud
edges. More recently, Kumala et al. [2013] report variation in liquid water content on scale of 5m and
small-scale filaments of temperature fluctuations on scale of 10 cm. Beals et al. [2015], on the basis of in situ
holographic measurements, report turbulence structure in clouds down to scales of 1 cm. These measure-
ments suggest that the variation of cloud properties down to 10 cm or so inferred from the observations
reported here should not be viewed as a surprise.

Perhaps more surprising than the finding of fine spatial structure in cloud images documented here is the
ability to quantify variation in cloud radiance and inferred optical depth down to centimeter scales by remote
sensing from the surface in the form of “images” consisting of some three million independent determina-
tions in each of the red and blue channels. At larger scales, one to several meters up to the entire domain
of the NFOV camera, 30m, variation in COD can be attributed to transitions between cloud and clear sky asso-
ciated with cloud edges or to gradients across an image. Images such as these present an unparalleled oppor-
tunity to examine such transitions and gradients, to examine their implications, and relate them to controlling
processes. The short-range variation in CRE that arises from short-range variation in COD found here is sub-
stantial. For example, the variation of COD from 0.2 to 2.6 over a distance of 15m shown in Image 1041
(Figure 18) corresponds to a variation in instantaneous TOA CRE over this distance of ~150Wm�2. This sort
of imaging approach and the quantitative determination of optical depth may prove useful also in examining
the transition between cloud and cloud-free sky and the role of aerosol in blurring that transition into a
continuum [Charlson et al., 2007; Koren et al., 2007]. We note as well the possibility of quantitatively examining
cloud temporal evolution as exhibited in the successive images presented in Figure 9.

At fine scales, less than 1m, perhaps a surprise is that the sort of spatial variation exhibited in Figure 20 is
commonly exhibited in the clouds examined and thus may be the rule rather than the exception, although
it would be premature to make any such claims beyond the images examined thus far. Surprising as well
is the finding of what appears to be organized structure on such scales. To what can this shorter-scale orga-
nized structure of cloud radiance and inferred optical depth be attributed? We hypothesize that at the finest
scales examined these quantities are manifestations of the local turbulent motions governing cloud droplet
growth or evaporation that in turn influences the light scattering that is measured as zenith radiance. Given
the importance of such turbulent motions in influencing the evolution of the cloud drop spectrum, the devel-
opment of precipitation, and ultimately the contribution of clouds to Earth’s radiation budget [e.g., Devenish
et al., 2012; Grabowski and Wang, 2013], it would seem that measurements such as these might usefully
contribute to the understanding of such turbulent motions and to their representation in cloud models. So
far, with the limitation of the frequency with which we have been able to obtain successive images with
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the cameras employed, it has not been possible to follow these turbulent motions temporally but that would
seem a natural future direction. Such measurements might then help inform or constrain approaches to
represent clouds in high-resolution models such as large eddy simulations and direct
numerical simulations.

A concern at the present stage of analysis is identifying minimum and maximum values of counts corre-
sponding to cloud-free sky and maximum brightness clouds necessary to scale the counts in the images to
the RT calculations. The use of images lends considerable confidence to the procedure, as opposed to simply
examining the time series from a radiometer, in view of the many pixels in a given image and the spatial con-
text provided by the images. Additional confidence would be gained if the values of Cmin and Cmax can be
determined from multiple images permitting a better definition of uncertainty in these quantities and the
resultant implications on determination of COD and other quantities. We anticipate that it will be straightfor-
ward to extend the analysis examining the range of solar zenith angles throughout a single day’s deploy-
ment, taking into account the dependence of Cmax and Cmin on SZA.

An additional source of possible systematic error in the present study arises out of the RT calculations that
form the basis of scaling the camera to radiance and determination of ECOD. The calculations were made
for a wavelength-independent COD and a single value of asymmetry parameter, 0.85 characteristic of drop
radius 5μm. For radii characteristic of cloud drops and larger aerosol particles (effective radius> 1μm) the
wavelength dependence of scattering coefficient is slight [Kokhanovsky, 2004; Schuster et al., 2006], and over
this size range the asymmetry parameter decreases to 0.82. Consequently, the influence of drop radius on the
retrieval of COD is considered slight. However, if light scattering by aerosol particles having radius less than
0.8μm contributes substantially to the signal, the greater scattering coefficient would result in greater
radiance in the blue channel than in the red and result in enhanced retrieved ECOD from the blue channel
than the red. This may account for the greater effective ECOD retrieved at low COD in the blue than the red
(Figure 17a). Likewise, the variation in radiance with wavelength over the range of sensitivity of the camera
channels might play a role; here single wavelengths corresponding to the peak in the spectral sensitivity of
the red and blue channels have been used rather than a weighted average over the spectral sensitivity of the
camera. Alternatively and additionally, it may be possible to compare normalized zenith radiance determined
via the RT calculations to measurements of this quantity by other approaches under conditions sufficiently
homogeneous that mismatch in FOV or averaging time would be unimportant.

The short-range spatial and temporal variation of cloud contribution to zenith radiance presented here is
qualitatively similar to variation observed on multiple days in the Oklahoma project and in pilot studies at
Brookhaven National Laboratory (Upton, Long Island, NY, June–August 2014) and City University of New
York (New York City, May 2015). All of these studies reveal frequent occurrence of clouds exhibiting similar
short-range structure and frequently consisting of an intimatemixture of blue sky with cloud and/or transmit-
tance of blue through thin clouds. Based on these observations we have reason to believe that the high
temporal and spatial variation reported here may be quite general.

From ameasurement perspective perhaps yet another surprise is the ability to produce such detailed images
of cloud optical depth with a low-cost commercially available camera. In this context we note that such
cameras have previously been employed with careful calibration in other applications such as monitoring
crop variables [Lebourgeois et al., 2008]. It thus seems that relatively inexpensive commercially available
digital cameras may have much to offer in environmental studies. The high-resolution capability of such
cameras seems especially promising.

The high-resolution imaging approach presented here might be contrasted with other approaches to
characterizing cloud distributions. Certainly, the great strength of the high-resolution photography is the rich
amount of spatial information that is obtained. A fundamental limitation of the approach is the inherent two
dimensionality of themeasurement, with no characterization of the vertical dimension. Another limitation for
quantitative interpretation is that for clouds of optical depth greater than about 3, the inversion of radiance
to optical depth becomes much more problematic than for optically thin clouds [Mejia et al., 2016]. Similar
considerations obtain for situations with clouds at multiple levels. A further key limitation to the method is
that it is restricted to daytime (sunlit) conditions, as the measurement relies on scattering of solar radiation.
Also, the measurements are hyperlocal; at the maximum focal length of the camera employed here the field
of view of approximately 20mrad, corresponds, for a cloud at 1 km altitude, to 20m. Satellite imagery likewise
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presents only a two-dimensional image, although much information is gained from concurrent measure-
ments in the shortwave infrared that permits inference of effective radius and in thermal infrared that permit
assignment of altitude. A limitation of the satellite approach is that of spatial resolution that clearly misses
much subpixel variation. Also, for satellites in low-Earth orbit there is no possibility of continuous measure-
ments to follow temporal development of clouds, although such continuous measurements are readily avail-
able from geostationary satellites and are commonly used to examine transport and development of weather
systems. Active sensing by lidar or radar offer valuable alternative views of clouds, especially in the vertical
dimension, that is not available by the photographic approach. Still, it would seem that photographic mea-
surements of the sort described here afford the unique prospect of providing valuable information about
the spatial variation of cloud properties on unprecedented scales that would seem capable of informing
understanding of the processes responsible for that variation and more generally for quantifying the radia-
tive effects of clouds and representing these effects in models.

The imaging approach described here might also be contrasted with other studies examining clouds by
surface-based photographic imaging. Several studies have used stereo imaging along more or less horizontal
path to examine development of cumulus or orographic clouds, relying especially on high temporal and spa-
tial resolution to characterize vertical structure and development [Zehnder et al., 2007; Hu et al., 2009; Öktem
et al., 2014; Romps and Öktem, 2015; Ewald et al., 2016]. However, none of these studies exploits the extraor-
dinary spatial resolution of the present study, although there does not seem any hindrance to that nor has
there been an effort to quantitatively retrieve cloud optical thickness (path integral of extinction coefficient).
Attention is called also to work directed at measuring cloud radiance over the hemispheric dome of the sky in
red and blue and inverting to yield a map of optical depth by interpolation of radiative transfer calculations
for homogeneous sky as a function of COD, SZA, and viewing geometry [Mejia et al., 2016], applied mainly to
clouds of optical depth much greater than those examined here. Koren et al. [2007] present an oblique image
of scattering by cloud and proximate hydrated aerosol; although the radiative transfer calculations needed to
quantitatively interpret such an image would be challenging, high-resolution imaging of such situations
would seem to be quite informative of the transition between aerosol and cloud.

Finally, the imaging approach presented here should be contrasted with nonimaging approaches. Marshak
et al. [2009] and Chiu et al. [2009, 2010] use spectrally resolved measurements obtained with a calibrated
zenith spectral radiometer with temporal resolution (1 s) comparable to that of the camera as employed here
but with limited spatial resolution (1.4° = 24mrad). These investigators find that zenith radiance in the vicinity
of clouds can be expressed as a linear combination of contributions from cloud and cloud-free sky with a
single wavelength-independent weighting factor, a finding that is supported by radiation transfer calcula-
tions with a model similar to that used in the calculations presented in section 3. Scatterplot graphs (not
shown) of the weighting coefficients determined on a pixel-by-pixel basis from the red and blue radiances
for Images 1033 and 1041 by the procedure of Marshak et al. [2009] are essentially identical to scatterplots
for the radiances themselves (Figure 18) a consequence of the linear transformation between NZR and the
weighting coefficient introduced byMarshak et al. [2009]. LeBlanc et al. [2015] report the use of a zenith point-
ing spectrometer with spectral range 300–1600 nm and field of view 50mrad together with the 1-D DISORT
RT code to retrieve multiple cloud properties including optical depth, effective radius, and phase (liquid or
solid or mixed). Measurements with the camera presented here might be considered complementary to
those with zenith radiance spectrometers, providing 7 orders of magnitude more independent measure-
ments with roughly 3 orders of magnitude greater spatial resolution at the expense of spectral resolution.
However, the finding in the studies of Marshak et al. [2009] and Chiu et al. [2009, 2010] that the weighting
factors are independent of wavelength, and indeed, the spectrally flat scattering coefficient of cloud droplets
throughout much of the visible spectrum, support the utility of the two-wavelength approach taken here for
determining cloud contribution to the measured radiance on a pixel-by-pixel basis with little loss of informa-
tion that might be gained from spectrally resolved measurements.

7. Concluding Remarks

This paper has presented an initial account of measurements using a commercially available digital camera of
downwelling shortwave radiance by resolution photography from the surface looking vertically upward.
Such measurements provide two-dimensional images of radiance in three color channels with high spatial
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resolution (6μrad nominal, corresponding for clouds at height of 2 km, to 12mm), high signal-to-noise ratio
(~40) for a single-pixel measurement and high time resolution (0.5ms exposure time). Images of clouds
obtained in this way are found to exhibit high spatial variation that is attributed to variation in cloud optical
depth within the spatial domain of the images (as small as 20 × 20mrad, corresponding for clouds at height
of 1.5 km, to 30 × 30m) and high temporal variation duemainly to advection of clouds across the field of view
of the cameras.

Quantitative analysis of the images has been restricted thus far to optically thin clouds, optical depth≲ 2. A
method is presented to infer cloud optical depth COD on a pixel-by-pixel basis from the images by scaling
the counts in the camera images to RT calculations. A concern over this scaling is that it requires scenes (sub-
sets of images) at minimum brightness in the absence of cloud and at maximum cloud brightness, before the
cloud becomes so optically thick that further increase in COD decreases downward scattered radiation; fail-
ure to meet these requirements would lead to error in retrieved COD. Based on comparisons of scaled nor-
malized radiance and COD retrieved independently from red and blue channels retrieved COD is
considered uncertain to 10% for COD in the range 0.5 to 2, although other sources of error cannot
be excluded.

The spatial resolution achieved with the surface-based camera images opens up a vast new domain for exam-
ination of spatial structure of clouds. We find that there is commonly considerable variation in radiance at all
scales examined, with coherent spatial structures at scales as low as 10 cm. We attribute this variation to var-
iation in cloud optical depth on such scales, that we hypothesize to be due to local turbulence. Should this
turn out to be the case, then it suggests that high resolution imaging of clouds from the surface may be a
means of remotely examining the variation of such turbulence at scales approaching the Kolmogorov scale
that may provide an approach to relating these variations to atmospheric turbulence, which we hypothesize
may be responsible for the fluctuations in radiance observed on the centimeter scale. Finally, this examina-
tion would likely be enhanced by measurements at greater temporal frequency than reported here. The rate
of taking images, limited here to 4 s intervals by the write speed to the memory card of the camera, may be
expected to be readily overcome.

In summary, the results presented here, albeit limited to a short time period, show similarities and differences
in the spatial distribution of COD, all within a domain of about 30m×30m. Such measurements afford the
prospect of a powerful new means of studying the properties of clouds at unprecedented spatial resolution
that can be expected to enormously advance understanding of cloud properties and the processes respon-
sible for shaping these properties.
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